## Practical: MAIHDA analysis of diabetes

Part of the resource: <https://www.ncrm.ac.uk/resources/online/all/?id=20849>

This practical will follow the process outlined in more detail in:

Evans, Leckie, Subramanian, Bell and Merlo (2024) A tutorial for conducting intersectional multilevel analysis of individual heterogeneity and discriminatory accuracy (MAIHDA). *SSM – Population Health*, 26, 101664, <https://doi.org/10.1016/j.ssmph.2024.101664>

In this exercise sheet, we will go through the key steps of running a MAIHDA analysis, and understanding the outputs produced. However, we would encourage you to read the full paper, to understand a bit more depth in terms of the theoretical and methodological underpinnings of the analysis that we are doing.

The data used here are simulated, but are designed to produce realistic features of equivalent data from the United States of America.

The outcome of interest is HbA1c. This is a biomarker commonly used as an indicator of blood glucose control and diabetes. Generally, values of greater than 48 mmol/mol are indicative of a “diabetic range.

We additionally have “intersectional” identity characteristics:

* Sex (Male and Female),
* Ethnicity (White, Black, Hispanic),
* Education (Less than High School, Completed High School, Some college no degree, College degree or more)
* Income (Low, Low-middle, High-middle, and High income)
* Age (18-29, 30-44, 45-59, 60+)

The data can be found on that paper’s website, as well as in the google drive you have been provided with.

**Initial software setup, and data loading**

We would recommend doing this analysis through RStudio. A sensible first step would be to create a project pointing at a file that contains the dataset “TutorialData.dta”. This will ensure you are starting R with a clean slate without any additional objects in the working environment. Alternatively, you can change the working directory to point at that file manually.

We will first install and load the packages that we will need to run the analysis in R (you may have already installed some of these from this morning’s exercise.

install.packages("directlabels", "haven", "tidyverse", "ggeffects", "lme4", "merTools", "labelled", "sjPlot", "Metrics")

library(haven)

library(tidyverse)

library(ggeffects)

library(lme4)

library(merTools)

library(labelled)

library(sjPlot)

library(Metrics)

Next, we will load the data. As it is currently in .dta (stata) format, we will use read\_dta in the haven package to do so:

tut <- read\_dta("TutorialData.dta")

Because the haven package loads the data in a particular way, we will need to reattach factor labels from the original dataset. This can be done using the labelled package:

tut <- unlabelled(tut)

**Generating the stratum ID**

The strata identifiers (sex, ethnicity, education, income, and age) have been chosen based on theory. We have done so attempting to balance (a) wanting a good amount of nuance in understanding of the different categories, and (b) wanting the sample size in each strata to be so small that it is difficult to analyse.

A simple way to produce the stratum ID variable is to use numerical codes that will be unique to each strata. We do this here by creating a set of 5-digit codes, where each digit corresponds to a different variable.

tut$stratum <- 10000\*tut$sex + 1000\*tut$race + 100\*tut$education + 10\*tut$income + 1\*tut$age

This will produce a variable, stratum, where the first digit corresponds to the sex of the individual, the second digit corresponds to the strata ethnicity, etc. Since this is a categorical variable, we want to turn this into a factor variable.

We may then want to analyse the stratum data in more detail. We could tabulate it, as well as create a new variable that records the number of individuals in each stratum.

table(tut$stratum)

tut <- tut %>%

group\_by(stratum) %>%

mutate(strataN = n())

**Descriptive statistics**

It would be sensible to further consider the descriptive statistics of each of our variables, to ensure they are as we would expect. For the categorical stratum variables, these would be tabulations:

table(tut$sex)

table(tut$race)

table(tut$education)

table(tut$income)

table(tut$age)

Whereas for the outcome variable, we would look at continuous measures of mean and spread

summary(tut$HbA1c)

sd(tut$HbA1c)

We could additionally make a plot of our outcome variable as well.

ggplot(tut, aes(x=HbA1c)) +

geom\_histogram()

**Running our two MAIHDA models**

We can now run our two MAIHDA models – first a null model, with just an intercept in the fixed part of the model and random intercepts on strata, and then a main effects model, with main effects of the strata-defining variables included. Starting with the first model:

model1A <- lmer(HbA1c ~ (1|stratum), data=tut)

We are using the lmer package, and then defining the outcome variable (HbA1c). The section in brackets highlights the random effects – the level is defined by the variable “stratum”, and the 1 indicates the intercept as the only think allowed to vary at the stratum level (ie this is not a random slopes model. Finally we stata what dataframe the variables can be found in.

It will be useful for later to make predictions based on this model, for which we can use the predict function.

tut$m1Am <- predict(model1A)

Next, let’s run the main effects model

model1B <- lmer(HbA1c ~ sex + race + education + income + age + (1|stratum), data=tut)

Again, it will be helpful to make predictions based on this model. For these predictions, we additionally want to save predicted confidence intervals of those predictions, and we can do so using the predictInterval package:

m1Bm <- predictInterval(model1B, level=0.95, include.resid.var=FALSE)

This will create a separate dataframe, with predictions that we will later want to merge back into the main dataframe tut. As such, we will want to create an identifier for this new dataframe, as well as for the main dataframe, so they can be easily merged.

m1Bm <- mutate(m1Bm, id=row\_number())

tut$id <- seq.int(nrow(tut))

We can then merge the two dataframes together, and then rename some of the variables in the prediction dataframe so it is clear what they refer to,

tut2 <- merge(tut, m1Bm, by="id")

tut2 <- tut2 %>%

rename(

m1Bmfit=fit,

m1Bmupr= upr,

m1Bmlwr=lwr

)

Finally, given that many of the differences we are looking at are between strata, it makes sense to reduce the data down to the strata level, so that we can more efficiently plot strata differences.

stratum\_level <- aggregate(x=tut2[c("HbA1c”)],

by=tut2[c("sex", "race", "education", "income", "age",

"stratum", "strataN", "m1Am", "m1Bmfit", "m1Bmupr", "m1Bmlwr")], FUN=mean)

This will take the mean of of HbA1c, and use the remaining variables as the grouping variables (these variables all vary at the strata level, so this is effectively going to group by strata).

**Model analysis**

We can now analyse our model results. A convenient way to produce a regression results table is the tab\_model function (in sjPlot)

tab\_model(model1A, model1B, p.style="stars")

Looking at model 1A, we can see that the precision-weighted stratum mean of HbA1c is 40.79. Note that this will differ slightly from the overall sample mean, since it is the stratum mean weighted by stratum size, rather than the sample mean (weighted evenly across individuals). We can also see the stratum- and individual-level variances, which are 9.33 and 90.26 respectively. On the basis of this, we can calculate the VPC

VPC = 9.33 / (9.33 + 90.26)

That is, approximately 9.4% of the variance in HbA1c can be found at the stratum level.

Model 1B introduces the additive main effects of the stratum-level variables. We can see that individuals with the highest HbA1c levels are generally Male, Black, Low Educated, relatively low income, and old. It’s worth noting the differences in effect size of these variables, though, with a very pronounced effect of being 60+ and black that are much larger than the other variables. Note, as well, that it is not always appropriate to consider these inequalities through an intersectional lens. Sometimes these differences will be produced through biological effects, whereas at other times they may be produced through the effects of social injustice and discrimination. The model cannot tell us how these effects were produced.

We can see that, comparing model 1A and 1B, the stratum-level variance reduces substantially, from 9.33 to 0.80. This is a reduction of 91.4% - this statistic is the proportional change in variance, and tells us that ~90% of the inequalities between strata is driven by additive, rather than multiplicative effects. This might seem like a lot, but it about average for what is seen in MAIHDA studies in the literature, and the remaining 8.6% may well be very important in terms of shaping intersectional inequalities.

**Looking at specific strata**

The above model outputs tell us about intersectionality *generally* – that is: how big are inequalities generally, and to what extent are those inequalities additive or multiplicative. It would now be sensible to look at specific strata- that is, what strata would we expect to have the highest levels of HbA1c, and which strata the lowest.

We can first make a plot of our strata predictions, using the stratum\_level dataframe previously created. First, we create a rank variable for our strata estimates:

stratum\_level <- stratum\_level %>%

mutate(rank=rank(m1Bmfit))

We can then plot a caterpillar plot of our main effects model’s predictions against this rank. We have previously produced these predictions and their 95% confidence intervals, so this plot is fairly easy to produce:

ggplot(stratum\_level, aes(y=m1Bmfit, x=rank)) +

geom\_point() +

geom\_pointrange(aes(ymin=m1Bmlwr, ymax=m1Bmupr)) +

ylab("Predicted HbA1c, Model 1B") +

xlab("Stratum Rank") +

theme\_bw()

We might want to highlight the top and bottom strata here:

stratum\_level <- stratum\_level[order(stratum\_level$rank),]

head(stratum\_level)

tail(stratum\_level)

It can be seen that the Male, white, highly educated, high income, young group has the lowest predicted level of HbA1c, whilst the highest level of HbA1c is found in the low-income, low educated, black male group.

These results are based on both the main effects and the multiplicative differences from the main effects. However we might additionally want to consider just the multiplicative differences – that is which strata are particularly advantaged / disadvantaged in comparison to what would be expected based on just their main effects. This can be done by first making predictions of those multiplicative effects for each strata – that is the stratum random effects in model 1B:

m1Bu <- REsim(model1B)

We can then plot these using the plotREsim command

p <-plotREsim(m1Bu) +

xlab("Stratum Rank") +

ylab("Predicted stratum Random Effect in HbA1c (mmol/mol)") +

ggtitle("") +

theme(

strip.background=element\_blank(),

strip.text.x = element\_blank()

)

p

It can be seen from this “caterpillar plot” there are a few strata which are particularly high and low, although most overlap the 0 line suggesting they are not significantly different from the mean expected by their additive effect. We could next plot only those strata which have statistically significant multiplicative effects.

To do this, we are using the plot object “p” above, which contains the strata estimates as well as information on which strata confidence intervals cross the zero line. We can extract that data, and then filter based on that significance level.

m1Bucut <- p[["data"]]

m1Bucut <- m1Bucut %>%

filter(sig=="TRUE") %>%

mutate(xvar=as.factor(xvar))

We can then reproduce our plot using the ggplot command directly

ggplot(m1Bucut, aes(x=xvar, y=median, label=groupID)) +

geom\_point(size=3) +

geom\_pointrange(aes(ymin=ymin, ymax=ymax)) +

geom\_hline(yintercept=0, color="red", linewidth=1) +

geom\_text(hjust=0, vjust=5) +

xlab("Stratum Rank") +

ylab("Predicted stratum Random Effect in HbA1c")

It can be seen that strata 21223 (Male, White, High-School Education, Low-middle income, age 45-59) has the biggest positive multiplicative effect, and strata 22114 (Male, Black, Low education, low income, over 60) has the biggest negative multiplicative effect. However, this is not to say that those strata are particularly advantaged or disadvantaged, just that they are more (dis)advantaged than we might expect given their combination of additive identity characteristics. As such, these results should only be interpreted in the context of the main effects in model 1B and the overall predictions produced earlier.
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