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Computer Workshop: Binary logistic 

regression 

 

The aims of this workshop are:  

• Fit and interpret logistic regression models. 

• Calculate predicted probabilities according to the fitted model. 

• Fit a logistic regression model with an interaction. 

• Use likelihood ratio test to compare two nested models. 

 

Download data, open Stata, and set up do file 

➢ Download the Stata dataset crime2013-14_binary.dta to a suitable destination.  Remember where you saved these 

files, as we will use this as our “Working Directory” for the rest of the workshop. 

➢ Open Stata and a new do-file (we always recommend using a do-file so that you have a record of your code 

and can easily re-run the model). 

➢ Set up the do-file by typing the following in the first few rows: 

capture log close 

➢ type the path to your working directory between the quotation marks, e.g. 

cd “C:\statistics\binarylogit” 

log using “NCRM_binary logit.log”, text replace 

use “crime2013-14_binary.dta”, clear 

Finally, click on the  icon in the toolbar to “do” all of the commands that you have typed into the do-file so 

far.  Some output should then appear in the results window. 

➢ Use describe to get a feel for the dataset. 

In this workshop, we will study the association between a binary response variable and a set of predictors using 

Binary Logistic Regression. For doing so, we will use a dataset crime2013-14_binary.dta, extracted from the 

Crime Survey for England and Wales, 2013-20141. Our aim is to determine whether there is an association 

between the having been a victim of crime in the last 12 months (bcsvictim, 1=Yes, 0=No) and some socio-

demographic characteristics of the respondent. The dataset includes the following variables: 

 
1 Office for National Statistics, University of Manchester. Cathie Marsh Institute for Social Research (CMIST). UK Data 

Service. (2016). Crime Survey for England and Wales, 2013-2014: Unrestricted Access Teaching Dataset. [data collection]. 

UK Data Service. SN: 8011, http://doi.org/10.5255/UKDA-SN-8011-1 

http://doi.org/10.5255/UKDA-SN-8011-1
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VARIABLE DESCRIPTION 

caseid Case identifier (9 digits) 

sex Gender 

agegrp7 Age grouped 

educat3 Education 

rural2 Type of area 2004: urban/rural 

bcsvictim Experience of any crime in the previous 12 months 

tenure Housing tenure 

 

Producing Descriptive Tables 

We will now find out how to construct tables to display categorical data using Stata. First we will start by displaying 

the frequencies of the variables of interest. 

➢ ssc install fre // this will install a useful user-written tabulating function to 

your Stata 

➢ fre sex-tenure // show frequencies for all variables in the variable list between 

and including sex and tenure 

Now, let’s study the relationship between the response variable and each one of the potential predictors by 

producing some cross tabulations and chi-square tests of independence. Option ‘row’ calculates the table 

percentages by rows, and ‘col’ by columns. 

➢ tab sex bcsvictim, chi2 row 

➢ tab agegrp7 bcsvictim, chi2 row 

➢ tab educat3 bcsvictim, chi2 row 

➢ tab rural2 bcsvictim, chi2 row 

Take a look at the crosstables you have produced and think what they tell you about the potential associations 

between levels of crime and the explanatory variables. 

 

Fitting Logistic Regression with a Single predictor variable 

Now we will carry out a logistic regression analysis. Let’s start by modelling the probability of having been a victim 

of crime, bscvictim, using place of residence, rural2, as the only predictor:  

➢ logit bcsvictim i.rural2 

NOTE: It is not strictly necessary to identify a variable with only two categories as a categorical variable (using the 

i. notation) in Stata if it is coded as 0, 1. Variables with more than two categories need to be identified as such. 
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The output from the logistic regression analysis should now appear in the results window: 

 

 
The parameter estimates are included in the column B.  The equation of this model is:  

log (
𝑝

1 − 𝑝
) = −1.597 − 0.410 ∗ 𝑟𝑢𝑟𝑎𝑙2 

 Interpretation of the coefficients. Logit scale. 

The coefficients of this model have several interpretations. In the simplest way, analogous to what you do in linear 

regression, you can see -1.597 as the expected log-odds for the probability of having been a victim of crime in an 

urban area and -0.410 as the expected decrease in this log-odds given that the respondent lives in a rural area. 

However, the logit scale is not intuitive and this interpretation does not help us much in understanding the 

association between these two variables.  

Interpretation of the coefficients. Odds scale. 

Instead of interpreting the log odds, you can exponentiate both sides of the equation to obtain the odds ratios: 

𝑝

1 − 𝑝
= 𝑒−1.597 𝑒−0.41×rural2 

The quantity on the left hand side, p/(1-p) is the odds of Have versus Have not been a victim of crime. Stata gives 

you the exponentiated coefficients if you use the command below, so you don’t need to calculate them by hand. 

➢ logit bcsvictim i.rural2, or 
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The coefficient 𝑒−0.41 = 0.663 is an estimate of the odds ratio (OR) for rural and urban areas. For these data, it tells 

us that the odds of having been a victim of crime in rural areas are 0.663 times the odds in urban areas. We can 

also calculate the % change of the odds using (0.663-1)*100 = -33.7%. Therefore, the odds of being a victim of 

crime are 34% lower in rural than in urban areas. This is one of the most used interpretations for the coefficients of 

a logistic regression, but be careful when writing down your conclusions about the parameters: we are not saying 

that the probability of having been a victim is 34% lower in rural than in urban areas! 

Standard errors of the coefficients and Confidence Intervals 

The standard errors of the estimated coefficients are given in the column Std. Err. Stata gave us a 95% confidence 

interval for the exponentiated coefficients in the last two columns of the table. You could also calculate the 95% 

confidence interval for the coefficient B, using (B±1.96*S.E) and obtain an approximated confidence interval by 

exponentiating both lower and upper limits. 

Wald chi-square test for the significance of the coefficients 

A Wald Chi-Squared test for the significance of the coefficients is given in the columns: z (the value of the statistic) 

and p>|z| (the p-value of for the two tail test Ho: B is equal to 0 versus Ha: B is different from 0). If the p-value is 

less than 0.05, we can conclude that the corresponding coefficient is different from zero in the population at 5% 

significance level. For one tail tests (B>0 or B<0 is the alternative hypothesis) you should divide p-value by 2.  The 

overall variable significance for variables with more than two levels can be assessed using the testparm <variable> 

command (joint Wald-test). 

Predicted probabilities. 

Instead of interpreting the coefficients of the regression, you can use the predicted probabilities under the model to 

communicate your findings. Note that for the model: 

log (
𝑝

1 − 𝑝
) = 𝐵0 + 𝐵1 × 𝑅𝑢𝑟𝑎𝑙2 
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The probability 𝑝 can be predicted using  

𝑝 =
𝑒𝐵0+𝐵1×Rural2

1 + 𝑒𝐵0+𝐵1×Rural2
 

Using our fitted model, for urban areas we have: 

𝑝𝑢𝑟𝑏𝑎𝑛 =
𝑒−1.597

1 + 𝑒−1.597
= 0.168 

and, as rural2 is dichotomous, for rural areas we have: 

𝑝𝑟𝑢𝑟𝑎𝑙 =
𝑒𝐵0+𝐵1

1 + 𝑒𝐵0+𝐵1
=

𝑒−1.597−0.41

1 + 𝑒−1.597−0.41
= 0.118 

 

Therefore, under this model, the predicted probability of having been a victim of crime is 0.17 in urban areas and 

0.12 in rural areas.   

Alternatively to calculating the predicted probabilities by hand, you can ask Stata to calculate them for you, using 

the margins command: 

➢ margins rural2 

 

Logistic Regression with several predictors 

Now we will fit a Logistic Regression model to explain the probability of having been a victim of crime (bcsvictim) 

using as predictors: gender (sex), age (agegrp7), place of residence (rural2), and housing tenure (tenure). 

➢ logit bcsvictim i.sex i.agegrp7 i.rural2 i.tenure 

➢ logit bcsvictim i.sex i.agegrp7 i.rural2 i.tenure, or 

➢ testparm i.sex 

➢ testparm i.agegrp7 

➢ testparm i.rural2 

➢ testparm i.tenure 

Please note the variable gender has a p-value of 0.210, which is larger than 0.05 and therefore it is not statistically 

significant at the 5% level. After gender is removed from the model, all the other variables were statistically 

significant at the 5% level (i.e. all p-values were smaller than 0.05). 

Note! Please remember that you will have to check whether the dummy variables are significant as a whole. There 

might be individual categories that are not significantly different from the reference category, but it does not 

necessarily mean that the entire variable should be removed from the model.  

The final model is shown below. 
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An example of model interpretation using odds: The estimated OR for being a victim of crime for those in the oldest 

age group compared to the youngest (which is the reference group) is 0.251. It means that the odds of being a victim 

of crime among those aged 75+ are 0.25 times the odds of those aged 16-24, when other variables in the model are 

controlled for. In other words, the odds of being a victim of crime in the oldest age group were 75% lower than in the 

youngest age group. 

An example of calculating predicted probabilities: Imagine we wanted to calculate the predicted probability of having 

been a victim of crime for the following scenarios: 

• A respondent aged 20 living in an urban area and owning his/her home outright. 

• A respondent aged 30 living in a rural area and renting her/his home.  

You could do this by using the margins command in Stata as shown below. The tables show that the probability on 

the first scenario is 0.20 (or 20%) and in the second scenario 0.19 (or 19%). 
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If you wanted to see a more general picture of the results using predicted probabilities, you could choose to focus on 

keeping some of the variables constant while varying the variables of interest. For instance, we might be interested 

in the effect of housing tenure on the probability of having been a victim of crime. We might choose to hold the values 

of all other variables ‘as observed’, meaning that Stata calculates the predicted probabilities by keeping the values 

of age and type of area as they were observed for each respondent, but varies their housing tenure status. The mean 

of these probabilities becomes the predicted probability for having been a victim of crime given a specific housing 

tenure status2. The code and resulting table is shown below. 

 

Those who own outright or live for free have the lowest probability of being victims of crime (around 13%). The highest 

risk is among those who are renting (17%) leaving those, who are buying with mortgage somewhere in between 

(16%). 

 

Fitting a model with an interaction term 

Having fitted the model with all predictors, we wonder if there is an interaction between rural2 and tenure, i.e. if the 

relationship between having been a victim of crime is different between respondents with different housing tenures 

in the rural and urban areas. In order to include an interaction, in Stata you do not need to calculate a new variable 

 
2 See more information here: https://www.stata-journal.com/article.html?article=st0260. Stata output shown below. 

https://www.stata-journal.com/article.html?article=st0260
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because the software does it for you. Remember that a single “#” refers only to the interaction term (so in the code 

below we are including both terms in the model, but testing only the interaction term), and “##” includes both the 

main effects and the interaction term in the model. 

You could run the model with interaction by typing: 

➢ logit bcsvictim i.ageg i.tenure##b2.rural 

➢ logit bcsvictim i.ageg i.tenure##b2.rural,or 

➢ testparm i.tenure#i.rural 

The last command above conducts a joint Wald-test testing whether the interaction effect as a whole is significant 

in the model. Note that here we only use # meaning that we’re only testing the interaction, not the main effects. 

The resulting table is shown below: 

 

The joint Wald-test shows that the p-value is 0.088, which means that the interaction is not significant at the 5% 

level, but it is significant at 10% level, because 0.05<0.088<0.1. 
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Predicted probabilities can be quite useful in interpreting interaction effects. An interaction between two variables 

means that the association of one variable with the outcome depends on the values of another variable. Thus, if we 

want to say something about the interaction between these variables, we have to find how the association between 

tenure and the outcome differs in rural and urban areas. 

By typing: 

➢ margins tenure#rural, at (age=2) 

you will get the predicted probabilities for all combinations of housing tenure and urban/rural area of residence for 

those in age category 25-34, as shown below. 

 

In both areas the safest tenure type is owning outright, followed by living for free, buying with mortgage and renting. 

However, in urban areas the differences are quite small, whereas in rural areas particularly living for free (and to a 

lesser extent owning outright) are very clearly safer options than renting or buying with mortgage. This could be 

because the types of crimes typically committed in urban and rural areas are quite different or the type of people 

living under certain tenure conditions are different in urban and rural areas. 

 

Using likelihood ratio test to test the significance of the 

interaction term 

You may remember that likelihood ratio test can be used to test which of two nested models provides a better fit for 

our data. Let’s test the significance of our interaction effect with a likelihood ratio test. 

First we need to run a model without the interaction, but including all the same variables otherwise and save the 

results using ‘estimates store’ command: 

➢ logit bcsvictim i.ageg i.tenure b2.rural,or 

➢ estimates store no_interaction 



 

10 

 

Then we run the model with our interaction effect and similarly store the estimates: 

➢ logit bcsvictim i.ageg i.tenure##b2.rural,or 

➢ estimates store with_interaction 

Finally, we can test the two models: 

➢ lrtest no_interaction with_interaction 

The likelihood ratio test (shown below) provides us a p-value of 0.0677, meaning that the interaction effect was not 

significant if we are using the conventional p<0.05 threshold, but it is very close. 

 


