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Response latencies as indicators of survey data quality
Patrick Sturgis, National Centre for Research Methods 

I’m going to begin this article by asking you 
to answer a survey question: 

In the last 12 months, how often, if at all, 
have you visited a science museum? 

•  Once a month or more
•  Several times in the past 12 months
•  Once in the past 12 months
•  Not in the past 12 months
•  I have never visited a science museum

How long did it take you to choose an answer? 
You may have done it in a few seconds, or 
you might have taken a minute or more. Why 
does it matter? Well, survey methodologists 
are increasingly interested in how long it takes 
respondents to answer questions, so-called 
‘response latencies’. This is primarily because 
response latencies have the potential to be 
used as an indicator of data quality, and also 
because they offer the potential to improve 
the cost-effectiveness of data collection. Time 
is money, and if we understand why some 
questions take longer to answer than others, 
it may be possible to reduce the length of 
interviews. 

In cognitive psychology, response latencies 
have long been used as an indicator of 
attitude strength, with shorter latencies taken 
as indicative of more strongly held attitudes. 
For instance, a life-long fan of West Ham 

football club takes little time to respond to 
a question about her attitude to Tottenham 
Hotspur, because it is strong and readily 
accessible. However, if this same individual is 
asked to evaluate the government’s record on 
investment in ‘green technologies’, it may take 
considerably longer to formulate a response 
if she has not previously given the issue 
much thought. From this perspective, shorter 
response times are taken to indicate that an 
issue is salient to the respondent and that they 
have a strong attitude about it.

Alternatively, however, short latencies are 
argued to represent the amount of cognitive 
effort a respondent has expended in answering 
a question, with shorter response times 
indicating less effort and, therefore, a lower 
quality response. For example, if a respondent 
is asked a set of opinion questions using the 
same response scale, he might select the same 
answer to all questions, so-called ‘straight-
lining’, rather than carefully thinking about 
each individual question and differentiating 
his answers accordingly. In both cases, the 
respondent has provided an answer that is 
acceptable in the context of the survey interview, 
but which is less accurate than it might have 
been had more cognitive effort been expended 
on the task. 

Attitude strength and cognitive effort are both 
respondent-level influences, but another 
key driver of response latencies is the 
characteristics of the questions themselves. 
The number of words, complexity of language, 
orientation of response options, presence of 
interviewer instructions, and so on, all affect 
response latencies in rather obvious ways; 
longer, more complex questions generally 
take longer to answer. And, for face-to-face 
surveys, interviewers also seem to exert an 
influence on the time a respondent takes to 
answer questions. It is not entirely clear how 
this interviewer effect comes about. One theory 
is that the pace an interviewer reads questions 
signals to the respondent the speed that they 
are expected to produce their answers. 

NCRM has been undertaking research into the 
joint influences of respondents, questions and 
interviewers on response latencies using wave 
3 of Understanding Society. Response times for 
every question are recorded automatically from 
the key strokes of interviewers as they enter 
responses into their laptops. We have linked 
the latencies to the survey data and information 
about the characteristics of questions, and a 
separately conducted survey of interviewers 
who worked on Understanding Society at wave 

3, to produce a data file with over 3 million 
individual records. 

We have analysed this linked dataset using 
cross-classified multi-level models, which 
enable us to account for the different influences 
on response latencies, as well as to assess 
their potentially interacting effects. Our findings 
are too detailed to present here but some of 
the headline results are that men, younger 
people, and people with higher levels of 
education have shorter response latencies 
and that respondents who ‘straight-line’ their 
responses to adjacent attitude questions do 
indeed complete questions more rapidly. And 
interviewers have a small but significant effect 
on response latencies, explaining around 4% of 
variability in response times over all questions, 
although the extent of this interviewer influence 
varies quite substantially over questions. 

How might these results help us to improve 
survey practice? Well, one thing we can do 
with the results of our models is to use them to 
rank questions and interviewers according to 
the amount of influence they have on response 
times. The figure above shows an example of 
this sort of data visualisation, the black diamonds 
represent interviewers and are ranked according 
to the proportion of variability contributed to 
response times across all the questions they 
asked on the survey (the red horizontal line 
indicates the mean of these values across all 
interviewers). Although these values fall within 
a reasonably narrow range of low values, it is 
clear that some interviewers have substantially 
more influence on response times than others. 
This information can potentially be used to 
monitor interviewer performance or to identify 
problematic questions. 

Patrick presented these findings at the NatCen-
ESS ERIC-City methodology seminar series in 
London on 11 October. 

Interviewer Intra-Class Correlations for 
response latencies in Understanding Society
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Identity boxes: data collection through objects
Nicole Brown, University College London

As our understanding of research and 
data has changed, so have data collection 
methods. Consequently, qualitative 
researchers are actively seeking to expand 
traditional interview and survey techniques, 
looking to reduce the power differential 
between researcher and participant and 
getting closer to participants’ experiences 
and emotions. This was also the starting 
point for my development of identity boxes.

I explore identity under the influence of 
fibromyalgia. Fibromyalgia is a complex and 
contested condition that is characterised by 
widespread, persistent pain, chronic fatigue, 
cognitive dysfunctions, sleep disturbances and 
psychological disorders1. Typically, symptoms 
wax and wane, change and move within days, 
often within hours. Most fibromyalgia research 
relies heavily on interviews, questionnaires 
and surveys, and focuses mostly on the pain 
aspect of the condition. I wanted to explore 
fibromyalgia more holistically to account for and 
concentrate on the complexity and elusiveness 
of the fibromyalgia experience. 
 
Language is often insufficient to adequately 
express sensations and feelings2 and human 
understanding is embodied3 and founded in 
metaphors4. Therefore I developed a research 
approach that involved identity boxes5. 
Participants were asked questions and required 
to identify objects to represent their answers. 
They then placed these objects into a box, took 
a photograph and emailed the photograph with 
a very brief statement of what the objects were 
and what they stood for. Then the next question 
would be released. There were five questions: 

1. Who are you?
2. What affects you?
3. How do others see you?
4. What role does fibromyalgia play?
5. What does life with fibromyalgia feel like? 

I carried out preliminary analysis of the objects 
and emails to extrapolate key issues and 
questions, which were then discussed in a 
video-interview by Skype. Through the work 
with the identity boxes, participants were 
effectively practising phenomenology, in that 
they considered the entirety of their experiences, 
reduced that to a specific essential element, 
which they subsequently elaborated on and 
explained in the conversations. 

The data generated through this process was 
immensely rich for three main reasons. Firstly, 
the tasks meant that participants were provided 
with specific tools for reflective practices. 
Even participants who would not usually 
keep journals or engage in regular reflective 
cycles and practices were able to deepen their 
thoughts and access levels of reflections that 
went far beyond the superficial description. 
Secondly, the approach made use of creativity 
and playfulness within the research process. 
Consequently, this meant participants felt 
they were engaging in a creative, fun activity 
and so were keen to engage with the process 

without experiencing interview-fatigue. Thirdly, 
participants collected and collated personal 
items that were particularly meaningful 
and relevant to them, and were therefore 
emotionally more engaged. For example, in 
response to the question “Who are you?” one 
participant added one gardening glove into the 
box. In her email she stated briefly that she 
saw herself as a gardener, as she enjoyed 
gardening and working outdoors. However, 
she had only added one glove, because she 
did not consider herself very good at it, as 
her condition made certain work unbearably 
painful and difficult for her. 

Research work with objects and metaphors 
for elicitation purposes is not new and 
its effectiveness is well documented. My 
innovation came in that I did not interpret 
the objects as a ‘way in’ to the minds 
and thoughts of participants, or as stimuli 
for conversations. For me, the objects 
themselves counted and count as data. There 
is something to be said about the meaning 
of the objects, of how participants organised 
their boxes and of how and where they placed 
their objects. The image is a good example, 
as the participant separated the objects 
related to her character and personality from 
the objects representing life with fibromyalgia. 
Through the project she realised that she 

was not “just the ill person”, but that there 
was “more to” her, a realisation that is clearly 
reflected in the arrangement of her identity box. 
Currently, I am developing an approach to data 
analysis that includes, accounts for and focuses 
the objects in identity boxes to further our 
understanding of what constitutes data within 
qualitative research.
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Can a computer do qualitative analysis?
Daniel Turner, Director of Quirkos

It seems that everywhere we look, 
researchers are applying machine learning 
(ML) and artificial intelligence (AI) to new 
fields. But what about qualitative analysis? 
Is there a potential for software to help a 
researcher in coding qualitative data and 
understanding emerging themes and trends 
from complex datasets? 

Firstly, why would we want to do this? The power 
of qualitative research comes from uncovering 
the unexpected and unanticipated in complex 
issues that defy easy questions and answers. 
Quantitative research methods typically struggle 
with these kind of topics, and machine learning 
approaches are essentially quantitative methods 
of analysing qualitative data. However, while 
machines may not be ready to take the place 
of a researcher in setting research questions 
and evaluating complex answers, there are 
areas that could benefit from a more automated 
approach. Qualitative analysis is time consuming 
and hence costly, greatly limiting where it is 
utilised. Training a computer system to act as a 
guide for a qualitative researcher wading through 
large, long or longitudinal qualitative datasets 
could open many doors. 

Few qualitative research projects have a 
secondary coder who independently reads, 
analyses and checks interpretations, but an 
automated tool could perform this function, giving 
some level of assurance and suggesting quotes 
or topics that might have been overlooked. 

Qualitative researchers could use larger data 
sources if a tool could speed up the work. While 
in qualitative research we aim to focus on the 
small, often this means focusing on a narrow 
population group or geographical area. With 
faster coding tools, we could design research 
using the same resources that includes more 
diverse populations, showing how universal 
trends are. It could also facilitate secondary 
analysis: qualitative research generates huge 
amounts of detailed data that is typically only 
used to answer one set of research questions. 
ML tools could help explore existing qualitative 
datasets with new research questions, getting 
increased value from archived and/or multiple 
sets of data.

I’m also excited about the potential for including 
wider sources of qualitative data in research 
projects. While most researchers go straight to 
interviews or focus groups with respondents, 
analysing policy or media on the subject would 
help understand the culture and context of a 
research issue.

With an interdisciplinary team from the 
University of Edinburgh, we experimented with 
current ML tools to see how feasible these 
approaches are. We analysed qualitative 
datasets with conventional ‘off-the-shelf’ Natural 
Language Processing (NLP) tools to try and do 
‘categorisation’ tasks where researchers defined 
the ‘topics’, and the software assessed which 
sentences were relevant to each topic. Even in 
the best performing approach, there was only a 

20% agreement rate with how researchers had 
previously coded the data. However this was not 
far off the agreement rate of a second human 
coder, who was not involved with the research 
project and only had the topics to code to. In 
this respect, the researcher was put in the same 
situation as the computer. 

ML algorithms work best when they have 
thousands, or millions, of sources in which to 
identify patterns. Typical qualitative research 
projects may only have a dozen or less sources, 
so the approaches generally give weak results. 
However, the accuracy could be improved by 
pre-training the model with other related datasets 
and techniques we are investigating. 

There are also limitations in the way the ML 
approaches work – while you can provide a 
coding framework of topics you are interested 
in, you can’t explain to the algorithm what your 
research questions are, and so what aspects 
of the data is interesting to you. ML might 
highlight how often your respondents talked 
about different flavours of ice cream, but if your 
interest is in healthy eating, this may not be 
very helpful. 

Finally, even when the ML is working well, 
it’s difficult to know why. In deep learning 
approaches where the algorithm is self-
training, the designers of the system can’t see 
how it works, creating a ‘black box’1. This is 

problematic because we can’t see the decision 
making process and tell if a few unusual 
pieces of data are skewing the process, or if 
it is making basic mistakes like confusing two 
different meanings of words like ‘mine’.

There is a potential here for a new field that 
meets the quantitative worlds of big data with 
insight from qualitative questions. It’s unlikely 
that these tools will remove the researcher’s 
primary role in analysis, and there will always 
be questions that are best met with a purely 
manual qualitative approach. However, for 
the right research and data sets, it could open 
the door to new approaches and even more 
nuanced answers.

This article is based on collaborative research 
with Claire Grover, Claire Lewellyn, and the late 
Jon Oberlander at the Informatics department, 
University of Edinburgh with Kathrin Cresswell 
and Aziz Sheikh from the Usher Institute of 
Population Health Sciences and Informatics, 
University of Edinburgh. It first appeared as 
a blog post on http://bigqlr.ncrm.ac.uk/, the 
website for the NCRM-funded project ‘Working 
across qualitative longitudinal studies: a 
feasibility study looking at care and intimacy’. 
The project was part funded by the Scottish 
Digital Health & Care Institute. 

1. www.technologyreview.com/s/604087/ 
the-dark-secret-at-the-heart-of-ai/

Visualisations in Quirkos allow the user to quickly see how well automated coding correlates  
with their own interpretations
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Researching ageing: methodological opportunities and challenges
Rebekah Luff, National Centre for Research Methods

Gerontology is the study of ageing 
across the life course, and is a large and 
varied area of research, spanning many 
disciplines. In 2014, the median age of the 
UK population exceeded 40 for the first 
time1. The UK population is ageing, that is, 
the proportion of older people is increasing 
relative to younger people, driven by both 
falling fertility rates and falling mortality 
rates, particularly in the over 65s2. 

Policy makers are looking at areas that are likely 
to be significantly affected by population ageing 
and increasing life expectancy into the oldest 
ages. These include older workers, lifelong 
learning, housing needs, the role and shape of 
families, health and social care and the role of 
technologies and transport2. Gerontology as a 
research area has a huge amount to contribute 
to these policy areas and much more.

The diversity of gerontology can be seen by 
taking a look at the most recent issues of the 
journal of Ageing & Society3 and the journal of 
the British Society of Gerontology4, where there 
are topics ranging from care giver burden, to 
widowhood; workers with dementia; healthcare 
access for older Ugandans; the relationship 
between stroke survivors and their spouses; and 
social trust and wellbeing among older adults.

In terms of research methodologies then, these 
are also diverse, reflecting the range of topics 
and the disciplinary background of scholarship. 
Many aspects of research with, or about, older 
adults are the same as with any other part of 
the adult population, with the same practical 
and ethical considerations. The majority of this 
age group participate, influence and co-produce 
research in the same way as adults of all ages. 
However there are also opportunities and 
challenges that are more likely to arise when 
researching with, or including, older age groups.

There are some groups of older adults who 
are often excluded from research, for example 
those with dementia, those who have multiple 
health conditions, those who live in a care 
home and those simply considered ‘frail’. These 
groups are often not eligible, or not able, to take 
part in projects aimed at the general population 
(e.g. many household surveys). There exists 
a gap in methods training for undertaking 
research with, and for, these groups of older 
adults, where additional methodological 
consideration is required, be that in how 
groups are sampled and accessed, how data is 
collected or how it is analysed.

To address this gap in standard methods 
training, NCRM is running a training event 
entitled ‘Researching ageing: key issues for 
research methods in gerontology’, to consider 
a selection of methodological issues that most 
commonly arise when undertaking research 
with older adults. 

These are: 

•  Research with older adults living in a care 
home

•  Overseas research with older adults
•  Ethical research with older adults with 

dementia
•  Considerations in using secondary data 

analysis for researching older adults

I will be leading the course at the University of 
Southampton on the 8th November. I shall start 
by outlining the key practical and ethical issues 
involved in undertaking data collection and 
analysis in care homes for older adults. This is 
based on my experience working on a number 
of care homes research projects and a report 
I led whereby my co-authors and I asked care 
homes researchers to give us more details as to 
what worked and did not work in their research5.

Elisabeth Schröder-Butterfill from the Centre 
for Research in Ageing at the University of 
Southampton will introduce the important 
things to consider when undertaking overseas 
research with older populations, including 
ethical, cultural and practical issues. Her 
recent projects include working with older 
Transylvanian Saxons in Romania6, as well as 
working with older populations in Indonesia.

In the afternoon Kritika Samsi, Research 
Fellow at King’s College London, will introduce 
the important aspects of this work. Kritika 
has over 10 years’ experience of undertaking 
qualitative research with older adults with 
dementia, and her current project looks at what 
might be the optimal time for a person with 
dementia to move into a care home7.

I will then discuss the final topic, which is the 
consideration researchers should have when 
using secondary data analysis for researching 
older adults. This includes the varied places 
that quantitative and qualitative data can 
be found and questions to ask, particularly 
regarding sampling, before starting your 
analysis.

For information on future gerontology courses, 
check the NCRM training database at  
www.ncrm.ac.uk/training 

You can read a discussion paper on innovative 
approaches to methods challenges facing 
ageing cohort studies at  
http://eprints.ncrm.ac.uk/3075/

1. ONS (2015) Ageing of the UK population 
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Expert elicitation techniques – why are they important?
Jose Pina Sanchez, University of Leeds

It is not always possible to collect 
quantitative data to estimate a wide variety 
of population parameters. There may be 
logistical, ethical or physical barriers that 
prevent data collection. Therefore, there 
are often gaps in quantitative models that 
need to be filled in other ways. Frequently, 
we turn to scientific and expert knowledge 
to fill these gaps, and this is often done in 
an ad-hoc manner, relying on gut feeling 
whilst disregarding the well-known issues of 
biases in judgements and the limitations of 
making a single best guess.
 
From the 6-7th December in Leeds, I will 
be running a course on ‘Expert elicitation 
techniques for social scientists’. In this course, 
we will introduce participants to a more formal 
process for capturing expert knowledge and 
translating it into something that will be useful 
in subsequent quantitative analyses. The goal 
of expert elicitation techniques is to make 
assumptions behind judgements explicit, and to 
standardise the process involved in gathering 
associated qualitative and quantitative 
evidence. Here, well-designed protocols have 
been established that help us to capture expert 
knowledge and convert it into probability 
distributions in a transparent manner. The 

protocols for expert elicitation have been 
designed with the aim of reducing the impact of 
the biases and heuristics of human judgement.
 
Interest in expert elicitation has been growing 
in recent years, as quantitative research in 
different fields embraces more probabilistic 
analyses and Bayesian methods. Gaps in 
quantitative models can be filled in a rigorous 
and transparent manner, even when data 
collection processes are not possible or are too 
costly. Although it is not a full replacement for a 
well-designed study, it can help us understand 
where uncertainties are now according to 
current scientific understanding, and where 
future data collection will be most effective. 
These methods have a history of use in climate 
change, safety risk assessments and health 
economics. There is, however, an untapped 
potential for these techniques to be more widely 
used in other disciplines of the social sciences 
– where data quality is not always optimal, and 
quantitative models can be improved using 
sensitivity analyses adjusting for widespread 
and pervasive issues such as measurement 
error and missing data.

Over the past decade, efforts have been made 
to standardise and formalise the procedures. 

In this course, we will focus on the Sheffield 
elicitation framework, which is one of the tried-
and-tested protocols that has been utilised 
extensively over the past decade. The basis of 
this approach to expert elicitation is behavioural 
aggregation, where experts come together to 
discuss the scientific question at hand and form 
an opinion as to what a rational person would 
believe to be the current state of scientific 
knowledge, given the group’s discussions. Part 
of this process is fitting probability distributions 
to judgements, and the course will cover 
the methods for doing this and the types of 
distributions that are commonly used.

The course syllabus covers the basic principles 
of expert elicitation, the key elements of 
conducting an elicitation exercise using the 
Sheffield elicitation framework and some 
demonstration of the software that has been 
developed to help implement that framework. 
Overall, participants will leave the course 
understanding what expert elicitation is about 
and what it can be used for and have a basic 
understanding of where to start with conducting 
their own elicitation exercise.

For more information on the course, visit the 
NCRM website at www.ncrm.ac.uk.
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Show me the data: research reproducibility in qualitative research
Louise Corti, UK Data Archive

In quantitative methods, reproducibility is 
held as the gold standard for demonstrating 
research integrity. But threats to scientific 
integrity, such as fabrication of data and 
results, have led to some journals requiring 
data, syntax and prior registration of 
hypotheses to be made available as part 
of peer-review. While qualitative research 
reproducibility has been questioned in the 
past, it has been protected from the recent 
transparency agenda. What if journals 
mandated the sharing of data and analysis 
for qualitative research? 

These issues were addressed at a session I 
ran at this year’s NCRM Research Methods 
Festival, where a panel of speakers debated 
whether there was indeed a ‘crisis’ and what 
‘reproducibility’ approaches and standards 
might look like for qualitative research. The 
speakers took various positions, showing: 
how qualitative researchers might respond 
creatively to a reproducibility crisis, how various 
‘crises’ surrounding transparency in qualitative 
research have emerged and how data sharing 
might help mitigate this (Sarah Nettleton); 
practical strategies for teaching replication in 
the quantitative tradition in political science 
(Nicole Janz); and practical examples of what 
reproducibility might look like, based on existing 
archived data collections (Maureen Haaker). 

Is there a crisis? We can observe the 
increasing drive for openness and sharing, 
value and transparency in our daily lives, be 
it fraudulent election activities, GDPR or open 
access. Government, funders, professional 
societies and journals are driving open 
research mandates, declaring data as a public 
good, and research integrity as a vital practice. 
Indeed, the concept of replication has gained 
prominence in the research narrative where 
sharing of data that underpin publications can 
help counter mistrust in published findings. 
In 2012, the US political science community 
introduced a practical approach to encouraging 
replicability. The Data Access and Research 
Transparency (DA-RT) statement, aimed at 
journal editors, requires authors to submit 
analysis code that must be fully replicable 
along with their article; indeed some journals 
rerun code to check it. 

But what is the equivalent of this exercise in 
qualitative research? Nettleton reminds us that 
typically data are co-produced, co-constructed, 
embedded in – and by – contexts, and the 
conditions of production are inextricably 
interlinked with process of analysis and 
interpretation. Further interrogation of data 
and coding are highly iterative processes, 
where decisions are likely to be hard to 
document. Software like NVivo might prove 
helpful in making available to others codes 
and coding choices. The US Annotation for 
Transparent Inquiry (ATI) initiative encourages 
scholars to annotate specific passages in an 
article by adding links and notes about data 
sources underlying a claim. While there is 
value in encouraging source data to be citable 
and revisited, we should not veer towards 
mandating the evidencing of claims.

The DA-RT initiative helpfully identifies data, 
analytic and production transparency in 
research as different entities. Given that much 
fieldwork is impossible to fully replicate, the 
idea of production transparency (the elucidating 
methods used to collect data) is likely to be 
more appealing to the qualitative researcher. 
Were journals to seek to extend their 
reproducibility agenda to qualitative research, 
they could usefully start here. Putting aside 
ethical issues that can arise in sharing data,  
we can think about what kinds of documentation 
and materials might help us. 

It is also useful to consider the spectrum of 
immersivity in qualitative research – e.g. from 
passive observation to participatory research 
or ethnography – that will likely require different 
layers of description. Examples of supporting 
materials from archived research datasets 
that shine light on the data and the research 
process from the UK Data Service data 
catalogue are:

•  Quali Election Study of Great Britain, 2015 
(SN 6861) 

•  Anti-politics: Characterising and Accounting 
for Political Disaffection, 2011-2012  
(SN 7855)

•  Conservation, markets and justice –  
Part 2: Ethnographic participatory video 
data (SN 852476)

Data papers such as the Open Heath Data1 
further provide a valuable outlet for describing 
the rationale and methods that created a 
published dateset. 

Nettleton recounts her experiences of archiving 
data from a previous study2. She expressed 
her surprise that these data have been used for 
teaching medical students as well as research. 
While she had agonised over the appropriate 
level of anonymity at the time of depositing data, 
on reflection she believes that it was a helpful 
experience for her. Yet archiving data cannot 
and should not be done in response to the 
transparency crisis; this could undermine trust, 
reinforce naïve empiricism and undermine the 
intellectual foundations of qualitative research. 
Future journal policies should appreciate that 
presenting context needs to be rigorous, yet not 
prescriptive, and be sufficiently nuanced to allow 
for the flexibility and messiness of qualitative 
research.

With the spectre of essay mills and cheating 
looming, providing early guidance for students on 
the importance of academic rigour and integrity 
is vital. At RMF, we launched Dissertations 
and their Data: Promoting Research Integrity, 
a resource pack aimed at staff responsible for 
undergraduate dissertation support classes. 
The teaching builds on the programme of 
capacity building work done by the UK Data 
Service, seeking to apply core principles of 
excellence in project and data management, 
and data description to the classroom. Janz 
has been running ‘master classes’ in replication 
in quantitative research, where findings might 
support or challenge the original paper. She 
reminds her students to be professional 
and diplomatic when communicating failed 
replications. For us, the RMF session was a 
safe space to debate issues of transparency in 
qualitative research. The UK Data Service will 
be running another session on Thinking Ahead: 
How to be Reproducible in Research next year, 
so watch our training space for more details.
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Communicative methodology: doing research for social impact
Rocío García-Carrión, University of Lleida and Aitor Gomez Gonzalez, University Rovira i Virgili

Overcoming inequalities in schools and 
learning communities is a current concern 
for many countries. Doing this through 
research requires a methodological 
approach oriented not only to describe and 
explain reality, but to look for solutions to 
the challenges that systematic underserved 
populations face in their daily lives. 
Aligned to the transformative paradigm, 
Communicative Methodology (CM) uses 
dialogue as a tool to produce socially 
relevant knowledge oriented to transform 
the reality studied. The premise of the CM 
is that scientific knowledge is constructed 
dialogically, engaging transformative 
dialogues between researchers, who 
contribute with the research-based 
knowledge, and the participants, who 
bring their ‘lifeworlds’ into the creation 
of new knowledge. This aligns with the 
current global debate of co-creation in 
social sciences research. Hence, CM is a 
methodological response to the dialogic 
turn of societies and sciences.1

CM is oriented to transform situations of 
inequality, aiming at achieving scientific, 
policy and social impact through engaging in 
a continuous egalitarian and intersubjective 
dialogue between researchers and the 
participants. This egalitarian dialogue starts 
at the very beginning of the research process 
and continues throughout, including through 
the analysis and the dissemination of findings. 
It aligns with the current global demand for co-
creation, based in a dual conception of society 
(Habermas) and in a dialogical understanding 
of human beings as transformative agents 
oriented to action (Freire). With the purpose 
to achieve socially relevant results for the 
betterment of society, CM moves from doing 
research ‘on’ vulnerable populations to doing 
research ‘with’ and ‘for’ them.2

A communicative organisation of the research 
implies creating spaces of egalitarian dialogue 
among all potential participants. The main 
purpose is contrasting the research-based 
knowledge with the everyday knowledge of 
the participants. A powerful resource is the 
advisory committee. In contrast to a traditional 
panel of experts, the committee is formed 

of representatives of all people participating 
in the research. Working with vulnerable 
groups requires the participation of the very 
representatives of these groups. For example, 
when doing research with Roma people, a 
social worker who has a long experience 
with the Roma population does not really 
represent the most vulnerable people in that 
group. The advisory committee guarantees the 
inclusion of the voices of those who suffered 
those inequalities and who fight to transform 
their reality. This committee discusses the 
contributions (i.e. documents, materials, etc.) 
and results obtained in the project. Hence, 
it validates the research production through 
an egalitarian and intersubjective dialogue 
among all participants. Working in this way, 
the research results are oriented towards 
the transformation or improvement of living 
conditions of the most vulnerable groups.

When applying communicative data 
collection techniques, such as daily life 
stories, communicative focus groups, and 
communicative observations, the data collection 
involves a dialogical process during the fieldwork 
and the data interpretation. It implies that the 
reality observed and explored is interpreted 
by combining the main theoretical background 
and the practical vision of the participants 
simultaneously. In that way, the role of the 
researcher is to incorporate the main theoretical 
advancements into the dialogue with the 
participants who stand on an equal footing. All 
participants can link these theories with their 
feelings, opinions and different visions, obtaining 
a dialogical interpretation of reality instead 
of a dialectical one. The final interpretation is 
always in the hands of both the researcher 
and the participants, overcoming interpretative 
hierarchies from a communicative rationality.

The communicative analysis has a twofold 
design: on the one hand, it includes an 
‘exclusionary dimension’ to identify barriers and 
problems which causes the situation of inequality: 
and on the other hand, it has a ‘transformative 
dimension’ to envision possible ways to 
overcome these problems. Therefore, it allows 
the involved parties to find pathways to overcome 
the obstacles to equality through an egalitarian 
dialogue between researchers and participants.

Many research results obtained through 
the application of CM have tuned into 
recommendations for effective educational 
practices internationally. Moreover, educational 
and social policies and, most importantly, the 
lives of participants have been transformed 
through the CM, reaching social and policy 
impact through research. For more information 
about this approach see.3

The Communicative Methodology (CM) will 
be presented at two international conferences 
in 2019. Aitor is the keynote speaker at the 
Fifteenth International Congress of Qualitative 
Inquiry (15–18 May 2019),  
https://icqi.org/home/plenaries/.  

A presentation about CM will also feature  
at the European Congress of Qualitative  
Inquiry (13–15 February 2019),  
https://kuleuvencongres.be/ecqi2019.
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